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Introduction
The incremental “digitalization” of human lives has accelerated exponentially in the past decade. Everyday professional and personal activities are increasingly connected to operations in the “digital realm”, a multi-layered space encompassing software (online applications, artificial intelligence etc.), hardware (mobile phones, computers, tablets, and other Internet-enabled devices) and the network of services that connect individual human beings, businesses and governments virtually. Needless to say, the flipside is that the digital realm may be exploited for various malign purposes – either by private actors and creators of digital products, who are willing to break ethical barriers for profit-seeking and also by governments, who employ the new technologies to more effectively monitor and sway their own – and foreign – populations.

In the exploitation of the digital realm lies a challenge particularly for liberal democratic societies. The relative openness of their governments, economies and societies toward the outside world in terms of trade of goods and services, as well as ideas and communication, makes them particularly vulnerable to malicious attacks and influence, especially by foreign entities.

The following paper focuses mostly on the possibilities of multilateral cooperation of democracies in the face of challenges emanating from what is often being labeled as digital authoritarianism, i.e. the use of the digital tools by authoritarian states to surveil and control their own populations (inward-looking); and further their political power, undermine democratic systems and narratives along the way (outward-facing). However, we must be aware that even liberal democracies themselves can be tempted to adopt tools similar to those of digital authoritarians in order to reach political goals - thereby becoming threats to the upholding of fundamental human rights. To understand how and why democracies should cooperate in the digital realm, we shall first map the specific challenges that democratic systems face from digital authoritarianism.
Identifying the challenges in the digital realm

Digital services and platforms, either headquartered in authoritarian states or directly operated by them, pose a threat to the core principles of democratic societies. The toolbox of digital authoritarianism is expanding and becoming more accessible.

A rising challenge for liberal democracies lies in the illiberal uses of Artificial Intelligence (AI) to track, police, and exclude certain social groups and minorities. The development of facial recognition software targeting China’s Uyghur minority has raised alarm bells, and despite global backlash, new applications continue to be piloted. Repression of populations is facilitated by easily available surveillance technologies that employ AI to track real or potential dissidents and unwanted civil society leaders in real-time. These uses are also no longer restricted to mainland China’s borders: at least 75 countries in the world have adopted AI-enabled surveillance technologies, with China being a key provider. Hand-in-hand with the tracking of regime opponents goes the prospect of censorship, which again takes place in real-time and can potentially silence any information deemed as a threat by the political elites before it gains a larger audience. Shutdowns of information flows are increasingly common and even affect digital platform users not based in authoritarian states. Social media platforms headquartered in authoritarian states and linked to their government’s agendas deliberately censor critical speech and coverage of certain issues, while hosting fake news and disinformation, thereby skewing the debate and manipulating public opinion on a global scale. This can also take the form of account takedowns (see Image 1), organized harassment and mass reporting. In June 2020, for instance, Twitter disclosed a list of state-linked information operations it had identified and acted upon. This included 23,750 accounts, along with 150,000 amplifier accounts linked to PRC’s information operations targeting Hong Kong.

Even if Internet users take precautionary measures against being tracked and traced by foreign governments, authoritarian regimes are apt at using digital espionage and cyber operations to access sensitive data about individuals. Legal recourse, including rights to privacy and robust data protection regulations, are weak in the digital authoritarian regimes. This problem becomes even more acute if a democratic state’s data flows through infrastructure designed and built by vendors based in authoritarian regimes. This question has been explicitly debated in the case of the implementation of 5G networks and the viability of permitting Chinese company Huawei to provide the technology. Though experts agree that providers of 5G infrastructure may abuse their position and access any Internet traffic, this, of course, applies to all providers and not just those from authoritarian states. As a consequence, the issue has a tendency to become securitized and politicized, thereby sowing discord among publics in democratic states.

Authoritarian states themselves, being anxious about foreign interference in their domestic digital realms, often advocate for “cyber sovereignty” while eroding the rights of their online populations, further isolating their online spaces from global discourse. However, we must note that the narrative of “sovereignty” is not the sole domain of authoritarian regimes. An impending “balkanization” of the Internet, where each state closely monitors traffic within their jurisdiction, could eventually lock millions of people in repressive digital autocracies, which would be more effective at the control of population than any political system in the past.
## Figure 2 - Facebook and Twitter Account Takedowns

### Countries Deploying Computational Propaganda - Highest Facebook Spend from Top

<table>
<thead>
<tr>
<th>Country of Origin</th>
<th>Target Countries</th>
<th>Country of Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bolivia</td>
<td>Ecuador</td>
<td>USA</td>
</tr>
<tr>
<td>Ukraine</td>
<td>Russia</td>
<td>Iraq</td>
</tr>
<tr>
<td>Ecuador</td>
<td>China</td>
<td>Egypt</td>
</tr>
<tr>
<td>Russia</td>
<td>Turkey</td>
<td>Morocco</td>
</tr>
<tr>
<td>Iran</td>
<td>India</td>
<td>Saudi Arabia</td>
</tr>
<tr>
<td>Myanmar</td>
<td>Philippines</td>
<td>China</td>
</tr>
<tr>
<td>Iran</td>
<td>DR Congo</td>
<td>Moldova</td>
</tr>
<tr>
<td>DR Congo</td>
<td>Honduras</td>
<td>Moldova</td>
</tr>
<tr>
<td>Honduras</td>
<td>China</td>
<td>Saudi Arabia</td>
</tr>
<tr>
<td>Moldova</td>
<td>Brazil</td>
<td>Spain</td>
</tr>
<tr>
<td>China</td>
<td>Azerbaijan</td>
<td>Pakistan</td>
</tr>
<tr>
<td>Azerbaijan</td>
<td>Brazil</td>
<td>Romania</td>
</tr>
<tr>
<td>Brazil</td>
<td>Spain</td>
<td>Nigeria</td>
</tr>
<tr>
<td>Spain</td>
<td>Pakistan</td>
<td>Romania</td>
</tr>
<tr>
<td>Pakistan</td>
<td>Brazil</td>
<td>China</td>
</tr>
<tr>
<td>Romania</td>
<td>Nigeria</td>
<td>Bangladesh</td>
</tr>
<tr>
<td>Nigeria</td>
<td>Bangladesh</td>
<td>China</td>
</tr>
</tbody>
</table>

Source: Authors’ evaluations based on data collected. Note: Facebook column is organized by highest spend. Data based on Facebook and Twitter takedowns where state actors were attributed by the platforms. This does not include takedown data where non-state actors were attributed.

Image 1: Social media account takedown requests by country. [Oxford Internet Institute](https://www.ox.ac.uk)
Why should democracies work together in responding to the challenges?

Liberal democracies have arguably the most at stake when facing the possible threats of authoritative practices in the digital realm. The set of values undergirding democratic societies centers around the autonomy and rights of the individual, which are curbed under digital authoritarianism. Given the openness of these democratic societies, malign actors in the digital realm can sow discord through the manipulation of news and narratives among target populations, leading to the weakening of social cohesion and even anomie. However, on the part of democracies worldwide, we can hardly speak of a unified and common approach to dealing with challenges emanating from the digital realm. Indeed, there are diverging interests that have to do both with specific political and social contexts, but also with the political strength of domestic technology firms that are more or less successful in resisting regulation and governance schemes proposed by their governments.

For instance, even the practice of the principles of free speech differs considerably from country-to-country, shaped by historical, social and political contexts. South Korea maintains strict legal guidelines on online election coverage and prohibits content that may sway the outcome of an election. Its Supreme Court even considers a range of offensive or misleading speech acts during an election on social media a crime. On the other hand, the US Supreme Court has long held the view that Internet regulations must be “narrowly tailored.” This means that in order to pass the court’s scrutiny, the US government must show that any legal speech restrictions “are valid provided that they are justified without reference to the content of the regulated speech, that they are narrowly tailored to serve a significant governmental interest, and that they leave open ample alternative channels for communication of the information.” On this basis, the Supreme Court, successively struck down laws designed to protect children from online pornography, on the grounds that they were not the least restrictive method of achieving the set goal.

Agreeing on the definition of online free speech, setting the fine line between censorship and social protection or even intervening in the free global market to disqualify certain providers of 5G technologies from public tenders may turn out to be an impossible task among democracies. Still, common threats have served well historically in assembling coalitions of unlikely partners that eventually lead to convergences of interests. In a similar vein, the threats emanating from the digital realm and its co-opting by authoritarian regimes need to be kept in the public discourse, so that democratic societies exert pressure on their governments to conduct practical steps to face the challenges. Indeed, the listed challenges are security threats – both in the sense of physical and ontological security – and thereby their securitization is warranted. The appeal for democracies to cooperate in the response to these challenges can serve as a rallying call that will aid in overcoming the diverging interests and present a united front against possible encroachments on democratic values and freedoms.

The previous section mentioned the way authoritarian regimes deploy the narrative of “cyber sovereignty” to espouse protectionist, repressive and illiberal models for the internet. However, democracies across Europe, Africa and South Asia have espoused their
own versions of cyber sovereignty, centering around “taking back control” of the Internet from technology giants, securing data flows and leveraging them for development. Similarly, digital authoritarianism is not exclusive to authoritarian regimes: democracies must also be alert to its rise within their own borders. It is crucial that democracies strike the balance between the rights of the individual and the security of the state in fighting disinformation, foreign surveillance and other challenges in the digital realm. The Pegasus Project demonstrated just how vulnerable democracies are to these tendencies. While surveillance is a regular feature of states around the world, a key element in security and stability, a baseline of transparency and due process are equally critical for democracies. A political democracy may incrementally move into digital authoritarianism while maintaining the formal appearance of a democratic system - unless its citizens and watchdog groups are vigilant to monitor and reverse such a development.

As the digital realm is not only a source of challenges and threats but promises to bring more equity to social interactions and benign influences on human lives, democratic states have to step in with sound ethical visions for governing the digital sphere to reap its benefits.

**Existing initiatives and efforts**

The idea of cooperation between democracies to better cope with challenges to human rights and freedoms that may arise with the adoption of new technologies in the digital realm is not new. Initiatives with this particular objective in mind exist, but vary in scope, political ambition and prominence. On the multilateral level, the Organisation for Economic Co-operation and Development (OECD) has launched its Going Digital project in 2017. The initiative “aims to help policymakers better understand the digital transformation that is taking place and develop appropriate policies to help shape a positive digital future.” It has produced, for instance, a **Going Digital Toolkit** and the **OECD Principles on Artificial Intelligence**, which promotes AI that is innovative and trustworthy and that respects human rights and democratic values. The EU, for its part, has also been rallying member states to create their own AI strategies that meet the criteria of trustworthy and democratic AI technologies. In June 2020, the UN Secretary-General’s High-Level Panel on Digital Cooperation has issued a **Roadmap for Digital Cooperation**, where it particularly focuses on the concept of digital human rights and the International Telecommunications Union (ITU) organizes a high-level annual summit titled **AI for Good**.

Democratic states have also attempted to form coalitions for the exchange of experience and joining efforts in tackling digital challenges. The informal grouping of the ten “leading digital governments”, dubbed **Digital Nations**, is a successful effort of democratic states to share knowledge on digital governance. With annual summits and a number of working groups focusing on issues related to AI and digital identity, it plays an important role in sharing best practices and advancing the principles of democratic use of digital technologies. The loose partnership of the United States, India, Japan and Australia - the so-called QUAD - has also established a cooperation pillar “on the critical technologies of the future”, establishing a working group to facilitate cooperation on international standards and innovative technologies. Some states push the agenda forward with their individual efforts - Denmark, for instance, has been focusing its foreign policy on the issues connected with the challenges in the intersection of tech, democracy and human rights and will host a global Tech for Democracy conference in November 2021.
The initiatives of research institutions, think-tanks and foundations should also not be overlooked. Harvard’s Belfer Center holds the Defending Digital Democracy Project, which aims to develop strategies, tools, and recommendations to protect democratic processes and systems. The German Marshall Fund has created the Digital Innovation and Democracy Initiative to work against the misuse of new technologies by developing strategies that advance innovation and strengthen democratic values.

This is not an exhaustive list of ongoing initiatives aiming to unite democracies to jointly face the challenges of the digital (see Appendix) - more such efforts are appearing as we speak and some experts are indeed calling for the digital technology agenda to be a priority in US President Joe Biden’s much-anticipated Summit for Democracy.

Bolstering the cooperation of democracies in the digital realm

Policy and investment coordination

In international relations, coordination is often deemed as a solution to collective problems that arise when actors maintain divergent immediate interests but share long-term goals. Coordination of policy in the digital realm among democracies may help settle various differences in approaches and lead to increased convergence. Moreover, a coordinated approach to regulation and governance of emerging technologies will not only make markets in democracies more comprehensive, predictable and transparent for tech companies introducing and developing new products, but also for consumers. Such coordination could concentrate on export and import controls of digital surveillance technologies and AI software or regulating the use of blockchain technology.

Investment policy coordination could be a particularly viable way of strengthening cooperation among democracies in the digital realm, and in turn serve specific goals of technological advancement. Coordination of investment could lead to the rationalization of the allocation of resources and an effective division of labor in research, development and innovation. Such coordination could eventually lead to the pooling of resources to invest in financially intense projects or those that increase the security and resilience of democratic societies, such as increasing cybersecurity, detecting AI-generated “deep fakes” or examining new, potentially unbreakable encryption methods based on quantum mechanics.

The coordination of investments could also involve the embedding of certain (ethical) standards in the new technologies being developed with public investments. For instance, the High-Level Expert Group on Artificial Intelligence (AI HLEG) set up by the European Commission produced Policy and Investment Recommendations for Trustworthy AI, which included the proposition that the EU Commission “work with European financial institutions ... to develop investment guidelines that take into account the Ethics Guidelines”, which were also produced by the AI HLEG. In practice, this could mean that investments into new AI technologies could be conditioned on meeting predefined ethical criteria and other standards (such as gender equality) that meet the EU’s narrative of a human-centered and trustworthy AI. This may be a way for funders and investors to steer AI technology development in a rights-respecting direction on a broader level. Although the approach of tying the availability of public investments with normative goals may be less acceptable in democracies outside the European Union, it can serve as an example of how to set standards on technologies in the digital realm globally.
Socialization

Sustained coordination of policies and investment among the democracies may require more regular contact through international fora and specific multilateral agencies that focus on issues related to the digital realm. However, since the creation of a new international secretariat that would coordinate the cooperation of democracies in the digital realm is unlikely and if there is a lack of political will and capacity to move forward with more significant levels of coordinated action, civil society should fill this void. As challenges emanating from the digital realm concern all citizens of democratic states, non-governmental organizations should increasingly forge domestic and transnational activities around these issues and help maintain and spread the debates over difficult questions arising from the adoption of new technologies in the public realm.

The intersection of applying new technologies and sustaining democratic freedoms should form part of any debate on the future of democracy. Civil society organizations can play a key role in mediating contact and some level of coordination among officials responsible for digital agendas from different countries. Various studies have shown that intense contact with peers leads to greater convergence of preferences and conformity - this effect, often labeled as socialization, is a crucial added value of all international discussion fora that facilitate informal exchanges of opinions, experience and visions among scholars, government officials and the general public. Engaging governmental officials, who are tasked with implementing or developing policies related to the digital realm, from all levels of governmental institutions and across a number of democracies in discussions about democracy, will enable successive socialization and diffusion of shared norms and values.

Standard-setting

Standard-setting in the digital realm remains in a state of flux, however, there are ongoing processes at international and regional forums, like the UN GGE and the OEWG on cybersecurity, the Global Commission on the Stability of Cyberspace, the Global Partnership on Artificial Intelligence, UNESCO’s Information for All Programme and several more identified in this paper. Similarly, a number of governance mechanisms for data flows have emerged, including the EU’s General Data Protection Regulation (GDPR), APEC’s Cross Border Privacy Rules (CBPR), the African Union’s Convention on Cyber Security and Personal Data, the Osaka Track’s Data Free Flow with Trust (DFFT) and several more based on function and sector. Data governance at the national level varies as well along the spectrum of regulated flows, from supervised to restrictive.

Aside from attempting to establish a baseline of democratic principles within existing processes, standard-setting is also a part of emerging mechanisms on the cyber resilience, including in supply-chains, disinformation, cyber security and more. Of note are growing narratives and processes around ‘trusted supply chains’, including for 5G technologies. India’s National Security Council, for instance, issued a directive to create a list of trusted telecom vendors, culminating in the launch of the “Trusted Telecom” portal in June 2021, accessible to registered telecommunication operators.

The European Union similarly launched a 5G Cybersecurity Toolbox with risk mitigation measures. Building shared criteria for trustworthy vendors could help close the loop on building the cyber resilience of democracies against a range of authoritarian threats. Standard-setting also concerns AI technologies and the possible biases contained
in algorithms. While we discussed the issue of intentionally biased uses of AI above, unintentional biases are a pertinent issue as well. Even when developers actively seek to avoid any prejudice in their systems, smart algorithms can perpetuate and exacerbate existing patterns of discrimination in the society and bias can “creep” into an AI-based system. For instance, a team of software engineers at Amazon realized in 2015 that an AI program they built to review the resumes of job applicants discriminated against women for technical roles.43 It has also been reported that an artificial intelligence tool used in courthouses across the United States to predict future crimes and to help make decisions about pretrial release and sentencing - the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) - was biased against defendants of color.44 Without some level of transparency of algorithms and some exposure of machine-learning input data, artificial intelligence-based systems cannot be entrusted with automated decision-making.45

Promoting, for example, ethical guidelines for AI-based systems operating in the wealthy markets of democratic states can help shape the ethical standards globally. It is crucial that any processes of standard-setting integrate discussions on democratic ethics and norms, by promoting core principles like due process, digital rights and sufficient legal recourse.

**Democracy by Any Other Name: Working with Emerging and Developing Nations**

A key talking point in anti-democracy narratives perpetuated by authoritarian regimes is that democracy promotion is a strongly Western agenda, with the United States as its primary flag-bearer.46 It is important not to dismiss these points outright as contrarian or ill-advised as they do reflect widely held anxieties -- well-founded in history -- about the imposition of Occidental values and power relations on non-Western states and societies.47 A narrative shift acknowledging this history is already under way, as terms like “alliance of the like-minded” enter the diplomatic and geopolitical lexicon.48

Linking to all the other categories in this policy brief is the need to engage consistently with non-Western democracies and non-democracies to avoid the creation of standards that fail because they are not adopted widely. As the sub-section on standard-setting also mentions, agreement upon core principles and rights in the digital space need not be under the politicized banner of democracy promotion. More effort must also be dedicated in terms of research and engagement at forums to study debates around approaches to digital spaces outside of the usual fenced-off “club of democracies”.

**Conclusions and policy recommendations**

As the digital realm grows through our social fabrics and increasingly impacts human relationships and interactions in a positive manner, we must be aware of the challenges it poses for the fundamental freedoms and rights democratic societies have fought for in the last decades and centuries. Though the possible malign implications of new digital technologies are too broad to encompass all in the presented paper, we have aimed to spell out the basic contours of the threats democracies may face in the coming years and how they can cooperate to pool resources and jointly tackle these challenges.
Digital authoritarianism is a disturbing dystopia from the perspective of democratic states, but societies in democracies must not be coddled by the assumption that it is only an issue faced by societies in authoritarian states. As a number of cases have demonstrated, even democratic governments may be lured by the efficiency of targeted surveillance and algorithms providing technical decisions and advice to governing authorities. The cooperation of democracies in hedging against challenges in the digital realm should also be considered as a means, not an end in itself. The ultimate goal of such cooperation is to agree upon common principles and standards of use of new technologies and then diffuse them (i.e. through socialization) amongst semi-democratic and non-democratic states as well.

The following recommendations for the cooperation of democracies in the digital realm are addressed to various stakeholders - not only governments and multilateral organizations, but also to think-tanks and civil society organizations (CSOs), who need to play a pivotal role in monitoring the activities of governments across the board.

- The Biden administration’s planned Summit of Democracies should include a focus on the challenges posed by emerging technologies for democracy - discussions should center not only on the threats emanating from “digital authoritarians”, as such challenges are easier to detect, but on how democracies themselves are already denying fundamental rights in the initial implementation of technologies in their governing structures.
- Debates about digital challenges to democracy should be “mainstreamed” into all discussions about the future of democracy, human rights and freedoms - this mainly concerns public fora and CSOs that engage in efforts aimed at educating the public about these topics.
- Democratic governments should -- through multilateral platforms like the OECD or the UN -- establish a code of conduct for governments in the sphere of surveillance. The concept of “ethical surveillance” could help democracies and private technology companies understand the boundaries of personal data collection. These principles should also ensure that the sale of surveillance technologies by companies based in democratic nations meets baseline “tests” of necessity and proportionality.
- There is a pressing need to harmonize the patchwork of data protection frameworks -- implemented or proposed. Furthermore, the revitalization of a DFFT-like process should be inclusive of the deliberation stage. The case of South Africa, India and Indonesia (viz the Osaka Declaration on DFFT) presents a cautionary tale on the risks of an exclusionary process that does not acknowledge the equitable growth imperatives of developing countries. 49
- The EU and the US should move toward establishing the proposed Transatlantic Agreement on Artificial Intelligence, ideally including more democratic stakeholders. 50
- As this paper’s survey of initiatives in the “digital democracies” space found, research and therefore agenda-setting power is concentrated in a handful of Atlantic countries. It is also worth noting the importance of diversified sources of funding for think tanks and universities in all geographies. 51 52 In this context, the establishment of a global fund for research on the implications of digital technologies for democracies and its linkages with equitable development and inclusive growth, that prioritizes underrepresented countries and communities would greatly benefit the richness of the debate.
## Appendix
### Table of notable initiatives of democracies cooperating in the digital realm

<table>
<thead>
<tr>
<th>Name</th>
<th>Category</th>
<th>Description</th>
<th>Sector</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerating the pace of ICT in Government</td>
<td>IT transformation strategies</td>
<td>When: 20 January 2022, London&lt;br&gt;The agenda is to champion technical brilliance in Government, bringing together over 500 senior technology and transformation leaders from both central and local government, and the wider public sector. Providing access to expert speakers and pioneering case studies, it will give insight into how the public sector can incorporate best-practice and IT transformation strategies.</td>
<td>Civil society</td>
<td><a href="https://government-ict.co.uk/">https://government-ict.co.uk/</a></td>
</tr>
<tr>
<td>The OGP Global Summit (Open Government Partnership)</td>
<td>Artificial intelligence, Data rights and privacy</td>
<td>When: December 13-17, 2021, virtually&lt;br&gt;Data rights and privacy: working on the standards, Internet access and control, Responsible and ethical AI and open algorithms, tackling challenges of disinformation and “fake news”, protecting freedom of association, protecting freedom of expression, defending human rights defenders.</td>
<td>Civil society</td>
<td><a href="https://www.opengovpartnership.org/about">https://www.opengovpartnership.org/about</a></td>
</tr>
<tr>
<td>Virtual Global Conference</td>
<td>Digital industry</td>
<td>When: October 27-28, 2021&lt;br&gt;Agenda: Reuters MOMENTUM unites the global technology community to build a better society and advanced economy. The 2-day virtual program is based around four key strategic pillars: society, economy, sustainability, trust and ethics.</td>
<td>Civil society</td>
<td><a href="https://reutersevents.com/events/momentum/conference-agenda.php">https://reutersevents.com/events/momentum/conference-agenda.php</a></td>
</tr>
<tr>
<td>Digital Democracy</td>
<td>Technology and Digital rights</td>
<td>Digital Democracy helps our partners achieve transformative change and works toward a world where all people can participate in decisions that govern their lives. USA-based, helps the governments-partners.</td>
<td>Civil society</td>
<td><a href="https://www.digital-democracy.org/mission">https://www.digital-democracy.org/mission</a></td>
</tr>
</tbody>
</table>
# Global Cooperation of Democracies in the Digital Realm

## The Global Partnership on Artificial Intelligence (GPAI)

GPAI is a multistakeholder initiative working toward responsible development, deployment and use of AI. Its 15 founding members are Australia, Canada, France, Germany, India, Italy, Japan, Mexico, New Zealand, the Republic of Korea, Singapore, Slovenia, the United Kingdom, the United States and the European Union. Brazil, Netherland, Poland and Spain joined in December 2020.

Government

https://gpai.ai/

## Supply Chain Resilience Initiative (SCRI)

The SCRI was formally launched in April 2021 by India, Japan and Australia, with the aim of diversifying supply chains and lines of investment, including for digital technologies. The initiative is aimed at bringing together like-minded nations to cooperate on these issues.

Government

http://goingdigital.oecd.org/

https://www.oecd.org/going-digital/ai/principles/

## Roadmap for Digital Cooperation

In June 2020, the UN Secretary-General’s High-Level Panel on Digital Cooperation has issued this Roadmap, where it particularly focuses on the concept of digital human rights.

Government


## Summit – AI for Good

Based on the Roadmap for Digital Cooperation, International Telecommunications Union (ITU) organizes a high-level annual summit. AI for Good is presented as a year round digital platform where AI innovators and problem owners learn, build and connect to help identify practical AI solutions to advance the United Nations Sustainable Development Goals.

Government/Civil society

https://aiforgood.itu.int/

## Digital Nations

It is an international forum of leading digital governments. The collective goal is to harness the potential global power of digital technology and help one another to become even better digital governments, faster and more efficiently through sharing and learning from each other. Each participant agrees to lead by example and contribute with its expertise on a non-binding, voluntary basis.

Government

https://www.leadingdigitalgovernments.org/

## Defending Digital Democracy Project

Harvard’s Belfer Center holds the Defending Digital Democracy Project, which aims to develop strategies, tools, and recommendations to protect democratic processes and systems from cyber and information attacks.

Academia

https://www.belfercenter.org/project/defending-digital-democracy

## Digital Innovation and Democracy Initiative

The German Marshall Fund has created the Digital Innovation and Democracy Initiative to work against the misuse of new technologies by developing strategies that advance innovation and strengthen democratic values.

Academia

https://www.gmfus.org/digital-innovation-and-democracy-initiative

## High Level Expert Group on Artificial Intelligence and European AI Alliance

Initiatives of the European Commission and member states. The overall work of the AI HLEG has been central to the development of the Commission’s approach to Artificial Intelligence and in providing inputs for drafting legislation.

Government


---
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